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Abstract: Consider a language incorporating a mirror-image form of as-
sertion, where the norm is to express what you take to be false rather than 
what you take to be true. Why aren’t ordinary languages like that? Why do 
we generally assert what we take to be true rather than what we take to be 
false? If Lewis (1975) and Massey (1978) are right, there is a sense in which 
the question is based on a mistake, and in which English (etc.) could be de-
scribed either way. I explore that idea, which centers on the role of duality 
in language. One of the main questions in the air is whether the symmetry 
of duality can be used as a guide to ‘real structure’ in semantics and prag-
matics. I try to think through it with an analogy to relationism about space.
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A: There’s something about assertion I’m stuck on. Why do we generally say 
what we take to be true?

B: You mean, why not lie? You’re stuck on this?
A: Sorry, let me set up the question. Here is maybe the most basic thing 

about assertion: when you assert p in conversation, you’re trying to get p 
added to the common ground—to the stock of things taken to be true by the 
parties to the conversation. Whatever else comes along with the practice of 
assertion, that much seems hard to argue with.

B: Sure. Stalnaker 1978, etc.
A: Yet there’s another way things could have been set up—another con-

ceivable convention we could have had for our most basic way of transmitting 
information linguistically. Instead of expressing the propositions we want to 
take on board in the conversation, we could have had a practice whereby 
we express the propositions we mean to rule out, to set aside. As it stands, 
we normally assert what we believe, or what we know, or what we take to be 
true. But, imaginably, we could have had a sort of mirror-image practice, one 
whereby the things we say are understood to be the things we doubt, or the 



Seth Yalcin542

things we take ourselves to know aren’t so, or the things we take to be false. 
That too would work for getting information across. And it seems like it’d 
work exactly as well.

But looking around at natural languages, one doesn’t seem to find this 
weird alternative—subtractive assertion, let’s call it. Why not? Why is it that 
we express the propositions that we want to for granted in conversation, rath-
er than ones that we want to set aside?

B: OK, I think I’m getting it. So the idea is that speakers of your subtrac-
tive languages are not pathological liars, though they always say what they 
take to be false. (Maybe we need air-quotes around “say” there.) They are just 
employing a different sort of convention for using the meaning of a sentence 
to convey information.

A: Right.
B: I guess we could put the question using Stalnaker’s framework. Sup-

pose the common ground of a conversation fixes a context set, the set of 
worlds compatible with the propositions that are common ground. Think of 
the assertion of a proposition as having a characteristic update effect on the 
context set. There is some update function for assertion, call it ⋅[⋅], that maps 
the proposition asserted and an input context set to an output context set. 
Now we can ask: what is the update function for assertion? Stalnaker’s spe-
cific modeling proposal is that assertoric update has an intersective character: 
for any context set c and proposition p,

Intersective update. c[p] = c ∩ p
The simple idea is that when you assert something, and what you asserted 
becomes accepted and taken for granted in the conversation, what happens 
is that possibilities incompatible with the proposition asserted are eliminated 
from the context set.

Now given that sort of background, you’re observing that we could have 
had this rule:

Subtractive update. c[p] = c – p
And you’re asking: “Why do we have intersective update rather than subtrac-
tive update?” Am I still getting it?

A: I don’t know that the problem depends on Stalnaker’s particular mod-
el, but anyway, yes, that is a way we could sharpen things a bit. I mean, we 
could follow Stalnaker in thinking of information as the sort of thing that 
eliminates possibilities; in theorizing about the common ground via context 
sets; and in taking for granted the idea that assertion involves expressing a 
proposition. We can even take on board the idea that the proposition ex-
pressed is, at least in normal cases of assertion, used to add information—
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eliminate possibilities—from the context set. But none of this forces intersec-
tive update rather than subtractive update on us. So I’m left wondering why 
subtractive update isn’t a thing.

B: Right. Because sarcasm is definitely not a thing.
A: OK—sarcasm is a thing. But it’s the exception that proves the rule, 

right? Part of the fun of sarcasm is exactly the way it violates expectations, 
flouting the ordinary pattern of assertoric update. In that way, it only high-
lights the fact that the ordinary pattern isn’t subtractive, and is instead closer 
to the sort of update Stalnaker identified.

B: Agreed. I think the deeper answer to your question is that the choice 
between describing assertoric update in English (or whatever) as intersective 
or as subtractive is arbitrary.

A: What? Surely if I say ‘Caesar was murdered’ and you take me to be 
proposing to eliminate worlds where Caesar was murdered from our con-
text set, you’ve just made some kind of blunder understanding how assertion 
works in ordinary English.

B: Well, that’s right, but that’s not quite what I had in mind. Rather, my 
idea is that the semantics-pragmatics of English, or whatever natural lan-
guage you want, is invariant under a certain kind of symmetry transforma-
tion. Consider a language I’ll call anti-English. Semantically, anti-English 
is just English with the truth-conditions reversed.1 That’s to say, where an 
English sentence is assigned the truth condition (set of worlds) p, the corre-
sponding anti-English interpretation assigns that sentence the complement 
truth-conditions p´. Pragmatically, anti-English employs subtractive asser-
tion rather than the intersective kind. Now my claim is that these are really 
just notational variants. The distinction between English and anti-English is 
a distinction without a difference.

A: Whoa. Let me process this. I agree that it would at least be epistemi-
cally hard to tell English and anti-English apart. In anti-English, ‘Caesar was 
murdered’ expresses the proposition that Caesar wasn’t murdered, but given 
this proposition is subtractively asserted, it has the same dynamic effect on 
the context set as the sentence does in ordinary English. That does make it 
look like the two languages amount to the same thing. But are you sure that 
the truth-condition of a whole sentence in anti-English can be understood 

1. For the basic idea, see Geach’s notion of Unglish in Geach 1972 and 1982, Lewis’s 
notion of an anti-L in Lewis 1975, and Massey’s notion of a dualistic manual in Massey 1978. 
(Geach credits Wittgenstein [1922, 4.062–.0621], for some reason.) These three discussions 
appear to be independent. Lewis’s discussion is brief in comparison to those of Geach and 
Massey; and unlike those authors, Lewis does not discuss the question of compositionality of 
anti-English. Massey uses the possibility of dual interpretation to frame an argument for the 
indeterminacy of translation. See also Casati and Varzi 2000.
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as determined by the meanings of its parts and their syntactic configuration? 
That is, is it so clear that anti-English can be compositional, in the way a nat-
ural language needs to be? If it’s not compositional, then that’d seem reason 
enough to reject it as a possible interpretation for a natural language.

B: Why think there’s any problem about compositionality?
A: Well, let’s think through a case. Suppose we have two English sentenc-

es, f and y, and we have their conjunction, f∧y. Anti-English is supposed to 
give every English sentence s the same truth-condition that English gives to 
¬s, so the translation scheme for these three sentences should be:

Anti-English English translation
f ¬f
y ¬y
f∧y ¬(f∧y)
B: Right.
A: But look, if anti-English is also compositional, we ought to translate 

any f as ¬f, not only when it is “alone,” i.e., unembedded, but also when it 
is in embedded contexts, such as when it performs as a conjunct. But that 
predicts the translation scheme will shake out as:

Anti-English English translation
f ¬f
y ¬y
f∧y ¬f∧¬y

But then, the conjunction f∧y does not get mapped to ¬(f∧y) after all. So 
the requirement that anti-English be compositional seems to conflict with 
the goal of assigning every sentence to its negation.

B: Hang on—what are you assuming the anti-English translation of ‘and’ 
is?

A: Well, I guess I was just assuming it means the same thing that it does 
in English. But I see from your raised eyebrow that this is a nontrivial as-
sumption. Maybe we should assume instead that ‘and’ in anti-English means 
the same as ‘It is not the case that both . . . and . . .’? But that wouldn’t work 
either:

Anti-English English translation
f	 ¬f
y	 ¬y
f∧y	 ¬(¬f∧¬y)
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Plainly ¬(¬f∧¬y) is not logically equivalent to ¬(f∧y), but the latter is what 
we want if anti-English is to map every English sentence to its English falsity 
conditions.

B: The solution is to say that in anti-English, ‘and’ means what ‘or’ does 
in English (Massey 1978, Geach 1982). So the correct translation scheme is:

Anti-English English translation
f ¬f
y ¬y
f∧y ¬f∨¬y

Thus f∧y gets mapped to ¬f∨¬y, which is logically equivalent to ¬(f∧y)—
and that’s just what we wanted. So compositionality is preserved.

A: Whoa again. OK, I think I’m catching on. Clearly it’s not just ‘and’ and 
‘or’ that have to get flipped around when you move from English to anti-En-
glish. To imagine anti-English, we have to imagine flipping the intensions of 
all predicates to their anti-intensions, swapping the tables for ‘and’ and ‘or,’ 
swapping the semantics of the possibility and necessity modals, the seman-
tics of the existential and universal quantifiers . . . Am I following?

B: You’ve got it. You have to perform a sort of symmetry transformation 
for the whole language, inter alia flipping all the dual operators. At the end of 
the day, anti-English will just as compositional as English, but delivering the 
reverse truth-conditions. Now pair that sort of a semantics with a subtrac-
tive assertion rule in your pragmatics. Then what I’m saying is, really what 
you’d get from that combination just is English, albeit under a nonstandard 
description.

A: I’m impressed that this looks like it might actually work. I’m not en-
tirely convinced yet that every English expression admits of a composition-
ality-preserving anti-English translation—we’ve hardly proven that—but I 
won’t press the case for now (though I want to circle back to this). It seems 
like there are some other more basic questions to ask. Don’t these languages 
differ rather obviously at a logical level? Like: ‘Caesar was murdered’ entails 
‘Someone was murdered.’ That entailment holds in English, but fails in an-
ti-English.

B: That’s true in a certain sense. But the thing to notice is that anti-En-
glish speakers will be happy to (subtractively) assert the sentence:

‘Caesar was murdered’ entails ‘Someone was murdered.’
That’s because in anti-English, ‘entails’ means, roughly, doesn’t preserve 

falsity. And I guess more importantly, in the metalanguage for anti-English, 
entailment would be defined as that sort of notion.
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A: I’m getting a brain cramp trying to keep track of the layers of negation 
involved in the translation scheme from English to anti-English, so I’ll just 
take your word for that. But I guess I’m catching on enough to anticipate 
what you were going to say to my other objection. I was going to object: 
‘Caesar was murdered’ is true, but what it says is false in anti-English, so 
anti-English couldn’t be English. But I think you’ll say that anti-English flips 
the meaning of ‘true’ and ‘false.’ So if you say:

‘Caesar was murdered’ is true.
in anti-English, it’s semantically equivalent to

‘Caesar was murdered’ is false.
in English. And then if you subtractively assert that anti-English content, it 
has the same update effect as intersectively asserting the ordinary English 
content.

B: Yes. Like other predicates, the extension of ‘is true’ in anti-English 
corresponds to its English anti-extension.

A: Alright, let me try to sum up what you’re suggesting. In seman-
tics-pragmatics, we have an array of dualities—between truth and falsity, ex-
tension/intension and anti-extension/anti-intension, ∧ and ∨, and ◇, ∃, and 
∀, intersective and subtractive assertion, etc.—that exhibit a certain sort of 
interdependence. Is the extension of ‘grass,’ say, the grass or the non-grass? 
If we hold fixed our usual way of thinking about assertion, and hold fixed 
the usual way of stating the semantics of other expressions, we’ll want to 
say that the extension of ‘grass’ is the grass, at least if the resulting theory is 
supposed to get English right. But there’s another, “dual” way to get English 
right, which has it that the extension of ‘grass’ the non-grass—this is the an-
ti-English way of giving semantic values, defining consequence, and defining 
assertion. And your view is that the usual theory and its anti-English coun-
terpart are not just epistemically indiscernible by us—rather, they are not 
really different theories at all.

B: Just right. English and anti-English seem opposed if we narrow our 
attention to isolated corners of the language, but if we step back and see them 
each as the full package deals they are, we see the same deal, just described 
two ways. The point of bringing up anti-English is to help us to avoid wrap-
ping into our characterization of English artifactual features of our model of 
it. Maybe the clearest way to put the lesson is like this: take our traditional 
way of stating the semantics and pragmatics of English, and pair it with the 
anti-English style of description. The real content of our theory of English is 
given by this pair, by what’s common between these.
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A: You seem very calm about this. But I am a little destabilized at the 
thought that it’s not determinate whether ‘grass’ means grass or non-grass, or 
whether ‘and’ means and or or. You seem to have described maybe “the most 
dramatic example yet of indeterminacy of translation” (McGee 2004, 289).2 
But I thought philosophers of language agreed to stop talking about the inde-
terminacy of translation somewhere in the mid-nineties. Now I’m worried I 
shouldn’t have taken all those classes in natural language semantics.

B: Well, I wasn’t planning to take this in a Quinean direction, towards a 
sort of meaning skepticism. The way I think of it, all we really have here is a 
special case of the familiar point that precise models of things pretty much 
always involve artifactual elements, elements that don’t correspond to real 
structure in the thing being modeled.

A: I think I dimly see what you’re saying. Maybe it would be good to try 
to think up an analogy.

B: How about space? Think of our geometric representations of space, 
and consider the question of which parts of the representation reflect what’s 
real about space itself, independent of the representation. Suppose we posit 
a coordinate structure to represent and reason about spatial reality. Then we 
could pose the old question of relationism versus absolutism about space. We 
could ask: are there real spatial locations, corresponding to the coordinates 
in our geometric representation? Or are those just handy tools for represent-
ing spatial relations between things, the latter relations being all there really 
is spatially speaking? The relationist says the spatial relations are all there 
is to space, whereas the absolutist goes in for more in reality—usually, an 
ontology of spatial points or regions. And normally the absolutist will offer 
to explain spatial relations between objects in space in terms of entities from 
their spatial ontology. She might say: a pair of shoes are two feet apart, for ex-
ample, because they are each at certain real locations in space, and the spatial 
locations they respectively occupy are in turn two feet apart.

A: Whereas for the relationist, the explanation stops earlier.
B: Right. Another way to see the difference between the views is to ob-

serve that the absolutist recognizes more possibilities than the relationist. Is 
there another possible world where the spatial distance relations between 
material things are exactly as they actually are, but everything is uniformly 
moved in space, say, two feet that way? The absolutist can make sense of that, 
but the relationist can’t. The relationist sees at most a notational difference. 

2. This is McGee responding to Massey. See also Quine 1992, 51, where Quine char-
acterizes this sort of example (Massey’s version) as one of the two best developments of his 
indeterminacy of translation thesis.



Seth Yalcin548

The idea of a real distinction here is a “chimerical supposition,” an “impossi-
ble fiction” (Leibniz 1716, 23), etc.

A: OK, so what’s the analogy? I’m guessing your view of meaning is sort 
of like the relationist’s view of space?

B: Right. The relationist about space also believes in a kind of indetermi-
nacy of translation—“translation” in the spatial-geometric sense. Once you’ve 
described a full arrangement of things in space, fixing the whole pattern of 
distance relations between everything, it seems like you can talk about trans-
lating everything uniformly in the space in arbitrary distances and direc-
tions. But the relationist has it that these different translations reflect equally 
good descriptions of the same state of affairs—nothing in reality settles one 
as better. You can of course make sense of translating particular objects in 
various ways while holding fixed the position of other things—that’d change 
the spatial relations between things, and so make for a new possibility. But 
once you start talking about translating everything at once uniformly, you’re 
talking distinctions without a difference. Likewise with rotation, by the way. 
To get at what’s spatially real, you have to look at what’s invariant under these 
sorts of global transformation of the geometric representation. In the same 
way, what we’ve called English and anti-English are equally good descrip-
tions of the same language. The real content of our semantic-pragmatic the-
ory of the language is best understood as given by what’s invariant between 
those two representations.

A: That was an ambitious pun on “translation.”
B: But I do think the analogy works pretty well.
A: It does help me see the view. Actually, I wonder if an even better anal-

ogy to your relationist view about semantics-pragmatics would be relation-
ism, not about spatial location or degree of rotation, but about left-right ori-
entation. Say the orientational relationist holds that there are no facts about 
the orientation of a thing that go beyond the pattern of distance relations 
between it, its parts, and other things. On this view, left hands are (approxi-
mately) congruent with other left hands and incongruent with right hands, 
but there is no further spatial-geometric property of being left-hand-shaped 
per se that separates the left hands from the right hands. To settle which 
hands are (in)congruent with which others is to settle everything that there 
is to settle about the orientation of a hand. So a mirror-reflection of this uni-
verse is just the universe redescribed, not a genuinely different way things 
could have been. This sort of relationism goes in for a sort of binary indeter-
minacy—there are just these two equally good ways of describing the orien-
tations of things. That’s rather like the duality you’re arguing for in language.
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B: Yes. I love it. Not that the two are related, but I’d be happy to sign up 
for both sorts of relationism.

A: Great. Because these two views seem to me hard to believe in roughly 
the same way.

B: I’m listening.
A: I find myself attracted to the following refutation of orientational rela-

tionism. (Holds up hands.) Here is a left hand. And here is a right hand.
B: LOL. You’re offering a Moorean proof of the reality of leftness per se? 

(Or was that the Jedi mind-trick hand gesture?)
A: Take a good strong look at Lefty over here. Can’t you just see that it’s 

a left hand?
B: Well, sure, I guess.
A: Does it look like you need to examine anything extrinsic to the hand 

to detect its leftness?
B: I concede that it’s tempting to say that the leftness of the hand is just 

part of the shape of the hand. And I grant that no particular extrinsic rela-
tion between the hand and something else jumps out as obviously relevant, 
perceptually speaking.

A: What else you need? The idea that things have orientations, and yet are 
not oriented any particular way, is just about the most disorienting thought 
there is. I have trouble holding that idea in my head while I look at my hands.

B: You’re seeing your hands clearly enough, but I’m not sure you’re seeing 
the relationist’s thesis. Maybe you would also say it looks as if the sun goes 
round the earth? But then, this just is what it looks like for the earth to rotate. 
If your experience seems incompatible with relationism, we have to ask: how 
supposedly would things look different, were orientational relationism true? 
And I think it’s harder than you suppose to show that there is a tension be-
tween the appearances and this view of spatial reality.3

A: I’m not sure I’m the one carrying the burden of needing to square 
appearance with reality—

B: Moreover, saying things “aren’t oriented any particular way” accord-
ing to the relationist is a bit misleading. I mean, your two hands are still 
incongruent with each other on this view—which is to say, not oriented the 
same way. There are facts of sameness of orientation, and of difference.4 It’s 
just that the (in)congruence facts are where the orientational facts stop. You 
could still as it were divide all the hands in the world into two piles sorted by 

3. For further discussion of the experience of orientation, see Lee 2006 and Baker 2012.
4. Though in a nonorientable space (like a Möbius strip) such facts can only be charac-

terized relative to locally orientable regions. I assume an orientable space for simplicity in the 
discussion, but nothing important hangs on it.
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congruence, and then give the piles names—there’s the ‘left’ pile, over there 
is the ‘right’ pile.

A: OK, that’s fair enough. It’s just so tempting to me to want to explain 
the incongruence of my hands in terms of further facts about the handedness 
of each hand.

B: I had that temptation once. But it receded once I realized that the stan-
dard definition of congruence does not require the idea that hands (or other 
chiral things) have intrinsic orientations.

A: Anyway, this all brings me back to meaning. It seems to me that giv-
en the sort of indeterminacy about meaning you described—or maybe we 
should say, your relationism about meaning—sentences have truth values in 
something like the way hands have orientations, on the relational view of ori-
entation. And relatedly, a certain kind of explanation we might have thought 
we had for a sentence’s having the truth value it has isn’t actually available.

B: That all sounds vaguely agreeable to me. Keep talking?
A: Well, take any declarative sentence you please that seems obviously to 

have a truth value—‘Grass is green,’ say. Is it true or false?
B: Well, true, obviously.
A: Yeah. But of course, in the context of anti-English—from that metase-

mantic way of describing things—it’s false. And your view just is that English 
and anti-English are just redescriptions of the same language.

B: True.
A: Before you got us all twisted with your indeterminacy argument, I 

would have been perfectly happy saying that the truth of ‘Grass is green’ owes 
to (i) the sentence’s representing the world as being a certain way, and (ii) the 
world’s actually being that way. That is, the sentence has truth-conditions, 
and the conditions in question obtain. (By the way, I don’t have in mind a 
merely disquotational understanding of truth-conditions here—I’m thinking 
of truth-conditions in the more robust correspondence sense.5) Of course, I 
would have allowed that our epistemic route to knowledge of this fact about 
the sentence might have a relatively holistic character, coming by way of 
confirming a broader semantic-pragmatic theory for the language at large, 
etc. Still, I would have been inclined to say that metaphysically speaking, the 
truth of the sentence is at most tied up with that sentence and its meaningful 
parts—that the truth-conditions of the sentence don’t metaphysically depend 
on pieces of the language outside that sentence. But if your indeterminacy 
argument is correct, then it doesn’t seem that I can still have this picture.

B: Why not?

5. I discuss this distinction further in Yalcin 2018.
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A: Well, if it’s right that the English/anti-English distinction is one with-
out a difference, then although ‘Grass is green’ is still “tied up with” with a 
certain condition of the world, a certain division in logical space, it is not de-
terminate whether it represents that condition as satisfied or as not satisfied! 
I would like to have said: here’s the meaning of the sentence, and presented you 
with a truth-condition dressed in the usual model-theoretic clothing. But I’d 
feel deflated doing that now, knowing that with suitable adjustments I could 
have served you the opposite truth-condition and had thereby provided a 
theory no less correct.

B: Now I think I see what you’re (I’m?) getting at. Yes, the truth value of a 
sentence is sort of like the handedness of a hand, if you take a relational view 
of both domains. Hands can be congruent or incongruent with each other. 
That’s a real thing about hands. But if a pair of hands are (say) incongruent, 
that’s not something further metaphysically grounded in one of the hand’s 
having a robust spatial property of being left (right) per se. There are no such 
orientational properties. The congruence facts are all there is, orientationally 
speaking. I guess in the same spirit, I have to say: sentences have different 
truth values or the same truth value. That’s a real thing about sentences. But 
those differences aren’t metaphysically grounded in particular truth values 
had by the sentences. Truth is not a “robust property” of sentences, any more 
than leftness is a robust property of hands.6

A: It’s one thing to say leftness per se isn’t a thing. But truth? Truth is 
basically my favorite thing.

B: Well, to be clear, I’m not jettisoning truths, any more than my left hand! 
And it’s not like either of us really wants truth per se as a thing in our ontology. 
I am saying that if we think of truth as a property of sentences and propositions, 
there’s a sense in which it’s not a robust property. But maybe my view sounds 
farther out than it really is. Let’s keep in mind that there’s no empirically detect-
able difference between English and anti-English. Further, on both theories, the 
informational upshot of any f you please is exactly the same—to use Stalnaker’s 
framework, the ultimate dynamic change to the context set is the same. People 
still count as transferring information and all that. How far out could I really be?

6. Compare: “If someone asks, ‘But what kind of entities are these truth-values supposed 
to be?,’ we may reply that there is no more difficulty in seeing what the truth-value of a sentence 
may be than there is in seeing what the direction of a line may be; we have been told when two 
sentences have the same truth-value—when they are materially equivalent—just as we know 
when two lines have the same direction—when they are parallel” (Dummett 1959, 141).

Of course, once all the sentences are grouped into equivalence classes by the sameness-
of-truth-value relation, A will complain that there is an important further question we could 
raise: which is the class of true sentences? And B will say that there is something factually 
defective about that question.
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A: Let’s keep poking at this view. One thing I wonder is whether your 
view counts as a holistic view of meaning. And related, I (still) wonder 
whether it is compatible with thinking compositionality is an important, ro-
bust constraint on meaning. I am used to thinking of the truth-condition 
of a sentence as determined as a function of the meanings of its parts. But 
on your view, it turns out that the particular truth-condition assigned to a 
sentence by our theory is in a certain respect an artifact of the theory; and 
it seems the ultimate import of that assignment turns out to hinge on things 
remote from that sentence and its parts, such as how assertion updates the 
context. This gives me holism vibes. Maybe you’d even say “To understand 
a sentence is to understand a language” (Wittgenstein 1953, §199), or “Only 
in the context of the language does a sentence (and therefore a word) have 
meaning” (Davidson 1967, 22).

B: Let’s not go crazy here. We should make some distinctions. First, as 
you noted earlier, an epistemological holism about how a semantic-pragmatic 
theory gets confirmed seems not only fine but hard to argue with. Surely the 
predictive import of any given assignment of truth-conditions to sentences 
always depended on other elements of the theory, like how assertion works, 
or how consistency is defined. So let’s agree that that’s right, and that it has 
nothing especially to do with the point raised by anti-English.

Another kind of holism in the air here is one about the meanings of the-
oretical terms. It’s a familiar idea that theoretical terms often pick out func-
tional roles that may call on each other in a complicated web, so that it might 
be plausible to say, at least in some cases, that they gain their sense holistical-
ly, as a network, in the context of a particular theory. Maybe such a view is 
right for the technical jargon of formal semantics and pragmatics. Whether 
that’s right or not, this too would seem like a point about theories in general.

So I think you are asking, not about these holisms, but something about 
the metaphysics of the semantic properties that semantic-pragmatic theory 
traffics in. Something like: are these best conceived as holistically-had prop-
erties, such that the meaning of a whole sentence might not necessarily be 
fixed just by the meanings of its parts and their organization?

A: Right.
B: To that I’d say that compositionality isn’t lost. If we think of the sub-

stantive content of our semantic-pragmatic theory as revealed by what’s 
common between the English and anti-English styles of description, then 
since you must have a compositional theory either way you slice it, that’s re-
assurance that compositionality hasn’t gone anywhere. If there’s a certain lack 
of fixity or determinacy to the truth-condition of a sentence on this picture, 
that’s a feature inherited from its parts.
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A: OK—though I’m not sure I still have a grip on what’s composing with 
what anymore. Anyway, let me ask a different sort of question. What about 
the response that a theory stated in the anti-English style, while possibly de-
scriptively adequate, couldn’t possibly be foundationally adequate, because it 
couldn’t cohere with the best account of the intentionality of language—the 
best story about in virtue of what expressions have the meanings they have?

B: Not sure I’m following you.
A: Well, take for instance the Lewisian idea that meaning is fixed by use 

plus eligibility—specifically, his idea that a correct interpretation must assign 
relatively natural properties and relations to predicates to the extent possible 
(Lewis 1983 building on Merrill 1980). That’s after all his way out of the more 
familiar Putnamian indeterminacy arguments. Couldn’t it work here too? 
You’ve been arguing that it’s in a certain sense indeterminate whether ‘green’ 
means green or non-green. But surely the former is a more natural property 
than the latter, and hence (if Lewis is right) more eligible to be the meaning 
of ‘green.’

B: I’m surprised you think so. I would have thought that the natural 
properties are ‘closed under negation’ in the relevant way. That’d work better 
with the typical “joints in nature” metaphor: what’s natural (or not) is the dis-
tinction the property (relation) carves out, not one particular side of the joint.

A: But surely properties like being metallic or being a kumquat are going 
to figure more prominently in illuminating metaphysical explanations, law-
like descriptions, etc., than properties like nonmetallicness or nonkumquat-
hood. As for Lewis, he seemed okay with thinking that the extensions of the 
perfectly natural properties were united by a shared having of something, not 
by a shared lacking of something.

B: Well, suppose for the sake of argument we take your view of natural-
ness, so that that the naturalness of the property of being F isn’t necessarily 
identical to the naturalness of the property of being a non-F—that such pairs 
of properties can be asymmetrical in respect of their naturalness. Could that 
asymmetry break the tie between English and anti-English in the favor of 
English, by way of the reference-fixing role of naturalness? But I don’t see 
why we wouldn’t just say that in the context of a theory stated in the anti-En-
glish way, natural properties exert their magnetism on the anti-intensions of 
predicates. That’d give us an equal and opposite Lewisian metasemantics, so 
that a theory stated in the anti-English way remains on par with the more 
usual statement.

A: Hmm. Can you make the same kind of move in response to other 
theories of intentionality? Another familiar idea is that the properties our 
predicates answer to is, at least sometimes, a matter of our causal or infor-
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mation-theoretic connections to the world around us. ‘Water’ means water 
rather than XYZ partly because, whether or not we could tell the difference, 
our actual interactions have been with water. Water—not non-water! It’s hard 
to see how you could have a Kripke-like causal chain theory that links our 
water talk back to non-water.

B: Yes, that is very hard. But again, a predicate meaning always has those 
two complementary parts—intension and anti-intension. If you theorize in 
the anti-English way and you hope to equip your semantics with a causal or 
information-theoretic story about the intentionality of language, your causal 
or information-theoretic connections will tie the relevant properties of your 
environment to the relevant anti-intensions of your predicates. That results 
again in a theory at parity with a theory stated in the more usual way.

A: That does make it feel like the anti-English theory is just sort of mov-
ing labels around—which, I suppose, is not far from what you’re getting at 
when you say that the difference between it and the regular theory is a dis-
tinction without a difference.

Well, still looking for ways to break the apparent tie between English 
and anti-English, let me circle back to the apparently empirical question of 
whether every English expression admits of a compositionality-preserving 
anti-English translation. I just thought of another case. What about attitude 
verbs? Take a sentence like:

1. Gerald believes that it’s raining. (Bp)
Under what condition is this true in in anti-English? Well, obviously what 
we want is:

2. It is not the case that Gerald believes it’s raining. (¬Bp)
Moreover, we want that result compositionally. How do we get it? I think 
there’s a problem here. If the intension of ‘believes’ in anti-English is identical 
to its English anti-intension, then ‘x believes that p’ is true in anti-English 
just in case x isn’t belief-related to p. Further, ‘It’s raining’ is true in anti-En-
glish just in case it’s not raining. But then it seems that the truth-condition of 
(1) shakes out to be

3. It is not the case that Gerald believes it’s not raining. (¬B¬p)
—which is not (2), the thing we wanted.7

B: I think once again that the problem is that you have the wrong trans-
lation of the relevant anti-English word. Like modal operators, attitude verbs 

7. My discussion here is following Geach (1982), who raised this kind of problem for 
what he calls the ‘Frege-Dummett’ view of attitudes. Geach’s preferred view—“a theory along 
the lines of Prior’s”—is the sort of view B is about to describe.
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have their duals. Just as we translate the ⎕’s of anti-English as the ◇’s of En-
glish, we translate the belief operator B of anti-English as equivalent to ¬B¬ 
in English. If we do that, what we get is:

4. It is not the case that Gerald believes it is not the case that it’s not 
raining. (¬B¬¬p)

I take it ¬B¬¬p simplifies to ¬Bp, and we have the result we wanted: the 
truth-condition of (1) is indeed stated by (2).

A: Intriguing. That does looks like it saves compositional translation. 
But I notice that in reasoning this way, you seem required to deny that atti-
tude verbs classify with ordinary predicates, since their mode of translation 
into anti-English is obviously different. In this way, you seem to be using 
the assumption that there must be a compositional translation manual into 
anti-English as a guide to thinking about the structure of English.8 But what 
justifies this?

B: That’s a good question. I concede that this is an unusual approach to 
defend a view about which expressions in English are or aren’t semantically 
alike. I guess I was thinking that if we can preserve the symmetry trans-
formation of English into anti-English, then other things being equal we’ll 
end up trafficking in less structure—ignoring as we can structure that’s not 
invariant across the translations—and less structure is better because sim-
plicity is better.

A: It is interesting to consider what one has to say to preserve duality in 
the face of various examples. I wonder too about things like:

5. A man walked in. He sat down.
If that’s in anti-English, I imagine you’d want the English translation of this 
discourse to come, not from negating each sentence individually, which 
sounds like nonsense:

6. Nobody walked in. ??He didn’t sit down.
Rather, it should be tantamount to:

7. Nobody walked in and sat down.
—at least on one available reading of (5). But that would seem to suggest that 
discourse-level duality isn’t always grounded in discrete sentential dualities. 
It seems to mean that the compositional semantics of anti-English ought to 
output something tantamount to (7) for the truth-conditions of the discourse 
(5). How could it do that? After all, (5) is two sentences, whereas (7) is just 

8. Geach (1982) thinks a Priorian analysis of attitudes is “manifestly better” than one 
that doesn’t preserve duality, but he doesn’t expand.
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one; and in (7) the quantificational subject is plausibly binding variables in 
each conjunct, making it hard to see how the conjuncts could ever be broken 
into two separate sentences. So how could (5) ever mean what (7) does? Is 
this some kind of abstract argument for the sort of dynamic semantics that 
would allow binding relations to cross sentential boundaries (Heim 1982, 
Groenendijk and Stokhof 1991, etc.)?

B (mystified): Hmm. I guess? I wasn’t expecting this view to make such a 
substantive prediction, but perhaps that’s right.

A: You know, all this makes me wonder if there’s a lazier way to get to 
anti-English, one that doesn’t require messing with the ordinary semantics 
of English at all. We’ve been assuming that the output of the semantics is 
a proposition, and that proposition is the input to the conversational up-
date rule. But that’s to implicitly assume a (simple but substantive) bridge 
principle connecting semantic value to assertoric content.9 And one thing we 
haven’t talked about is the possibility of messing with this bridge principle. 
For instance, we could consider leaving the semantics alone, but postulating 
bridge principle that has the effect of inverting the usual truth-condition. 
That would give us the same propositional inputs to the update rule that an-
ti-English delivers, but using the ordinary English semantics.10

B: Yes, that’s a good point. It seems very obvious that if you pair the 
ordinary English semantics with this flipped bridge principle and with sub-
tractive update, you get just what you would get with an ordinary bridge 
principle and intersective update. So that’s maybe a simpler way of seeing 
that there’s a certain artificiality to the question of whether a language uses 
intersective versus subtractive update. But I think the case of anti-English 
raises deeper questions, because of the way it ropes in meaning and truth: 
Anti-English superficially seems to have a very different semantics, so if it’s 
true that parity with English is really restored by equipping it with a dual 
form of conversational update, we have to confront the idea that this superfi-
cially very different language is only notationally different.

A: I think I need a few days to mull over your variety of relationism. 
Half the time I think it’s a shocking view, and half of the time it seems sort of 
trivial—though examples like the last few make it appear pretty substantive 
in empirical import. By the way, do you have a name for this kind of relation-
ism? Maybe semantic relationism?

9. On the distinction between semantic value and assertoric content, see Lewis 1980, 
Ninan 2010, Rabern 2012, and Yalcin 2014. For more on bridge principles, see Yalcin 2021.

10. Thanks to Brian Rabern for prompting me to consider this case.
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B: Well, that label is already trademarked (Fine 2007). Also, the view 
I’ve been describing is not just a view about semantic features—remember, it 
crucially it involves the update rule for assertion.

A: Is there any relation between this view and Fine’s?
B: There are certainly some overlapping themes. Fine too analogizes his 

view to relationism about space, and he doesn’t want the particular semantic 
values assigned to expressions to be the ground of (all) their semantic fea-
tures. Further, he has a theory of variable binding which allows for binding 
across the sentential boundary—something which, if your last point is right, 
my sort of relationism perhaps recommends, too. However, Fine’s stress isn’t 
on duality. Subtractive assertion isn’t on his radar. He is mainly out to devel-
op a rival to more typical sorts of semantic theory, for addressing Frege’s puz-
zle among others. By contrast, my points here have been more meta—they’ve 
been about how the notion of a dual language might used to separate out the 
‘surplus structure’ in our theory, even if that theory is of a very conventional 
sort.

A: Maybe metasemantic relationism then?
B: I guess? Kind of wordy.
A: Well, we need to wrap up here. Unfortunately though, I don’t think 

we quite answered the question I posed at the beginning. I asked: why isn’t 
subtractive update a thing? Your move was to try to dissolve the question, 
using the idea of duality to reveal at least one way that the question isn’t 
substantive.

B: Yeah. That’s in a way the biggest motivation for the relationist perspec-
tive: it makes certain questions ill-posed, and so leaves us with less explain-
ing to do.

A: Sure. But I still find myself wanting something explained. Consider, 
not anti-English, but subtractive English, a language as much like English se-
mantically as possible (theorizing about truth, intensions, consequence, etc., 
in the usual rather than anti-English way) but which involves subtractive 
assertion.

B: Oh, that’d definitely be very unlike speaking English! Since you’re ‘flip-
ping’ assertion but not the semantic values, the conversational update of sen-
tences of subtractive English will be equivalent to the corresponding negated 
sentences in English.

A: Right. Now there’s no contradiction in the idea of such a language. 
So I think we need to explain why we don’t see it. Metasemantic relationism 
isn’t irrelevant to this question, but I also don’t see that it settles the question.

B: Obviously, it’d be very cumbersome to have an ordinary conversation 
in subtractive English. You’d probably end up constantly negating things. It’s 
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hard to see how anaphora and presupposition would work. Not to mention 
rhetorical relations.

A: For sure. Superficially at least, it seems like subtractive English would 
be a comparatively inefficient or costly language to use. That feels like the 
obvious explanation for why we don’t observe subtractive update in the wild 
(modulo of course your abstract relationist point that if any language has 
a compositional dual language, it can be described as subtractive). But we 
should separate two kinds of suboptimality. Subtractive update could be 
suboptimal for humans and other creatures relevantly like us, merely owing 
to contingent features our cognitive and/or social organization—maybe 
call that empirically suboptimal. Or it could be ideally suboptimal, mean-
ing that there is something comparatively inferior (inefficient, costly) about 
this mode of update even when we restrict attention to ideal agents, agents 
who lack the peculiarities of human cognition and are free of limitations of 
reasoning or memory. Is subtractive English empirically suboptimal, ideally 
suboptimal, or both?

B: I’d like it to turn out to be ideally suboptimal, so that the assumption 
that we’re rational is all that’s really needed to explain why we don’t observe 
languages like subtractive English. Hopefully I’ll have an argument for that 
conclusion by the next time we talk.
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